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Abstract
In the era of ever-evolving technological advancements
and growing concerns about data privacy, exploring
the crucial intersection between emerging technologies
and data privacy protection regulations is crucial.
The objective is to understand how cutting-edge
technologies, such as artificial intelligence (AI),
blockchain, Internet of Things (IoT), and biometric
authentication, can be harnessed to strengthen data
privacy safeguards in a rapidly changing digital
landscape. This study investigates the positive
and negative implications for incorporating these
technologies into the framework of data privacy
regulations, while emphasizing the importance of
striking a balance between innovation and the
protection of individuals’ personal information. The
findings suggests that a comprehensive approach
to data privacy must integrate these technologies
with strong emphasis on privacy by design, policies
with consent management, ethical consideration that
evidenced transparency and auditability, and education.
This study contributes to ongoing discourse on data
privacy in a digitalized world and offers insights into
the future of data protection in the age of technological
innovation.
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1 Introduction
In an increasingly digital world, where vast amount
of personal and sensitive information are generated,
collected [1], and shared [2], the need for robust data
privacy protection [3] has never been more pressing.
Emerging technologies are not only transforming the
way we interact with data but also reshaping the
regulatory landscape surrounding data privacy. The
challenge at hand is to harness the power of these
innovations to strengthen data privacy protection
regulations without compromising the fundamental
right to privacy.

Data privacy, once a niche concern, has now taken
center stage in the global discourse. The rapid
digitalization of personal and business activities,
coupled with the proliferation of connected devices
and the ubiquity of data-driven-decision-making, has
raised both the stakes and the complexities of
safeguarding individual privacy [4]. The European
Data Protection Regulation (GDPR) and California’s
Consumer Privacy Act (CCPA) [5], as well as
the OECD 2023 Emerging Privacy Enhancing
Technologies [6] represents significant strides in
recognizing the importance of data protection.
Similarly, other issue specific regulations like the
Health Insurance Portability and Accountability Act
(HIPAA) and Children’s Online Privacy Protection
Act (COPPA) in the United States, are regulations
safeguarding individual’s privacy against violation in
the digital age. However, the evolving technological
landscape constantly challenges the efficacy of existing

44

https://doi.org/10.71442/mari2025-0006
https://doi.org/10.71442/mari2025-0006
mailto:bariq_montder@yahoo.com
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


Mari Papel Y Corrugado

regulations.

This study embarks on a journey to explore the
dynamic interplay between emerging technologies and
data privacy protection regulations. It investigates
how technologies such as artificial intelligence [7],
blockchain [8, 9], the Internet of Things (IoT),
biometric authentication and identity management can
be leveraged to enhance data privacy while ensuring
compliance with evolving legal requirements. These
technologies offer immense potential, yet they introduce
novel challenges and complexities.

The path forward is not without its challenges.
Balancing innovation with privacy protection is
a delicate equilibrium that requires thorough
examination. Ethical considerations [10], the potential
for algorithmic bias [11], and the need for user-centric
control over data [12] are all facets that demand
attention. While these technologies offer the promise
of stronger data security, they also pose risks if
not implemented thoughtfully. Hence, this study
seeks to unravel the complexities and intricacies
of incorporating emerging technologies within the
framework of data privacy protection regulations.
Contributing to the ongoing discourse on data privacy,
and to guide organizations and policymakers, as
well as governments in shaping a more secure and
privacy-conscious digital future. By doing so, the
research underscores the importance of safeguarding
data privacy rights in an era marked by unparalleled
technological progress.

1.1 Research questions
This research seeks to answer the following questions:

1. How can data privacy regulations adapt to the rapid
advancements in AI and machine learning?

2. How can IoT devices be secured to protect personal
information effectively?

3. How can the risk to individual and organizational
data privacy and security be minimized?

2 Review of the literature on emerging
technologies for data privacy

Emerging technologies have been well researched.
Discussions on data privacy protection is also
widespread. Quach and others [13], created a
foundation for understanding the digital technology
implications for the performance of firms in the
context of privacy concerns and legal consequences.
They proposed data privacy strategy for user privacy

protection behavior and privacy innovation as tools for
developers and as responses for firms, to clarify digital
technologies and the future of data for firms, users,
regulators and developers. Chaudhuri [14], discusses
the association of data protection and data privacy
concerns with particular reference to IoT services
offering as small retail, smart home, smart wearables,
smart health devices, smart televisions, and smart
toys. He emphasized that IoT businesses must align
with the GDPR, to prevent adverse consequences.
Shahzad and others [15], assessed urban planning from
an environmental point of view. Providing extensive
research on the latest technological advancements
such as deep learning, machine learning, IoT, mobile
computation, big data, blockchain, 6th generation
networks, robotics, WiFi-7, heating, ventilation, and
air conditioning. As well as digital forensic, industrial
control systems, electrical vehicles, flying cars and
others. Arguing that these technologies enables future
dimensions of smart cities for smart living.

Whaiduzzaman and others [16], reviewed emerging
technologies for IoT-Based smart cities. They provided
the concepts of smart cities, characteristics and
applications within the context of machine learning
and blockchain technologies. While Krishnamoorthy
and friends [17], discussed the latest paradigm of
wireless body area network and its significance to the
development of next generation healthcare application
using emerging technologies like machine learning,
blockchain, cloud computing, IoT, edge/Fog computing,
tele-healthcare, big data analytics, software defined
networking and others. At the same time emphasizing
the need to ensure security and privacy in the
future healthcare systems. Thakker and Japee [18],
discussed emerging technologies in accounting and
finance through a comparative studies, elaborating the
implications of emerging technologies for professionals
and organizations to adapt to in the field of accounting
and finance. Furthermore, Mbunge and others
[19], proposed ethical framework for using emerging
technologies to contain the Covid-19 pandemic where
they proposed ethical practices such as security,
privacy, justice, human dignity, autonomy, solidarity,
beneficence, and non-maleficence. Similarly, Dhirani
and friends [4], reviewed discussions on the ethical
dilemmas and privacy issues in emerging technologies.

However, research is lacking in enhancing data privacy
protection using emerging technologies. Which this
research aims to highlight. At the same time, this
research argues that, despite the hazards associated
with emerging technologies, businesses, organizations,
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and governments can utilize emerging technologies
to enhance data privacy protection by balancing the
development and deployment of new technologies that
incorporates data privacy regulation requirements in
designs and policies. While adhering to ethical issues
and compliance with regulations and educating users
on the new technologies being developed.

2.1 Research objectives
In the present study, the researchers are interested in
exploring how data privacy regulations adapt to the
rapid advancements in AI and machine learning. To
determine the way IoT devices can be secured to protect
personal information effectively. As well as to examine
the ways that individual and organizational risk can be
minimized through AI. The aim is to examine the role of
emerging technologies in data privacy protection. The
study aims to add to growing discussions on the impact
of emerging technologies on data privacy protection.

3 Methodology
This study utilized the qualitative doctrinal research
method to explore the dynamic interplay between
emerging technologies and data privacy regulations.
Qualitative doctrinal research method is an approach
used in analysing legal frameworks and regulations,
legal texts, statutes, cases, and legal opinions to
interpret the underlying principles and doctrines, such
as meanings, implications, and challenges [20]. It
involves identifying the legal rules and principles that
are relevant to a particular issue and then applying
those rules and principles to existing facts depending
on the circumstances of each case [21, 22]. When this
method is employed as a primary form of qualitative
research, it aids in synthesising the various types of
documents in legal research [23–26]. This type of
research can be used to explore a wide range of topics
[27] such as the impact of law on social change, the
role of law in social institutions, and the ways in which
law is used to regulate social behaviour. Similar to this
research, which analyses technological advancements
that affect human lives with the law, to ensure users are
protected as they navigate social change. A doctrinal
research is largely documentary. It is a study that
focuses on statutory laws, legal documents and reports
and can be used for qualitative research in several ways
[28]. Such as identifying the legal rules and principles
relevant to a particular social issue, in relation to how
the law is used to regulate a particular issue [29], and
to analyse the impact of law on social change [28].

Qualitative doctrinal legal research method varies from

the doctrinal legal research [30]. The doctrinal legal
research lays more emphasis on the rudiments and
fundamental in exploring the law as it is [31]. However,
this research goes beyond the letters of the law to
examining the law from the perspective of social reality
[32]. It also seeks to answer broader issues [33–35]. This
study qualitatively explored the way in which emerging
technologies interact with online privacy regulation
protection. It emphasizes the benefit that users can
derive from emerging technologies in their everyday
interactions, the harm that these emerging technologies
poses to users when using them. The need for the
development of these technologies to align with existing
regulations, in other to safeguard user’s privacy and
minimize harm. As well as, balance in the development,
deployment and usage of these emerging technologies,
with particular reference to IoT, Blockchain, AI, and
Biometrics data.

4 Results and discussion
The key findings in this study discussed in this section
includes:

4.1 Emerging technologies

Figure 1. Emerging technologies

Emerging technologies like AI, IoT, Blockchain, and
Biometric data as shown in Figure 1 above, have
enormous capacities to everyday life. However, their
continuous usage raises ethical considerations related to
data breaches and intrusion, data security and privacy.
These technological innovations have been widespread
across disciplines raising ethical considerations relating
to cyber security [36] and unauthorized access or
intrusion to individual privacy [37]. Resulting in
greater risk to computers, personal data and other
properties through system disruption, identity fraud,
data interruptions, unlawful access and similar acts.
Cyber security has become inevitable in this digital
age to address the problem and mitigate risks affecting
networks, data, systems, and enhancing data privacy
protection [37]. IoT for instance is a network of physical
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devices that connects and interact in various ways,
such as in social life, environmental, medical, and other
context of human activities [16]. Such that, its usage is
without limits, it has connection and communication
abilities when digital devices such as sensors, actuators
and mobile phones are linked to the internet [38]. It
does not need human interaction to prioritize work,
organize itself and interact with things [39]. IoT offers
enormous services to users, governments and businesses
with its ability to organize volume of data together.

On the other hand, AI refers to the simulation of
human intelligence in machines programed to carry
out tasks that are required to be undertaken by
human intelligence. As a field of computer science
AI encompasses broad subfields, including machine
learning, computer vision, natural language processing,
expert systems, and robotics. AI are designed to
interact with their environment, reason, learn from
experience, and make decisions or take actions to
achieve a given task [18] In other words, AI has the
ability of processing large amount of data just like IoT,
recognize pattern, understand and interpret human
language, and adapt to any given scenario expected
of it. Hence, it can be argued that AI is a computer
version of human intelligence but upgraded to solve
complex problems that would require more than one
human mind to execute. With the capabilities of AI
and IoT, if both technologies are designed to comply
with data privacy regulations, unauthorized access,
unlawful intrusion and data breaches would not only
be minimized but could be easily detected.

Blockchain’s distributed ledger is immutable, meaning
that once data is added to the chain, it cannot be
altered or deleted. This property ensures the integrity
of data records, making it extremely difficult for
unauthorized parties to tamper with stored information
[40]. Similarly, data stored on a public blockchain is
transparent and accessible to all participants, providing
a high level of transparency [40]. Data subjects
can verify the accuracy and integrity of their own
information [41]. Furthermore, blockchain operates
on a decentralized network of nodes. This means that
no single entity has control over the entire database,
reducing the risk of data manipulation or unauthorized
access. Blockchain have the capacity to trade data in
a tokenized form [42] and their transparency increases
the need to make market exchanged data less sensitive
[43, 44]. Therefore, data breaches and other violations
of privacy protection regulations that have been
captured on the blockchain are easily detected, they
become solid evidence for further prosecution or any

civil action that might arise due to the privacy breach.

Biometric authentication is a critical tool for ensuring
information system security. It has been advanced
to steadily integrate a variety of AI technologies
to achieve greater diversity and accuracy [45].
There are two categories of biometric authentication:
physical biometric which uses voice, iris, and
fingerprint scanners to rely on individuality of specific
physical characteristics authentication, and behavioral
biometrics [46]. Behavioral biometrics like physical
biometrics works under the premise that human
behavior is distinct to be utilized for authentication.
Besides traditional passwords, image recognition,
such as fingerprint and face recognition, and human
behavior, such as keystroke dynamics as well as
mouse movements, are used in different authentication
methods [17, 47–49]. However, designing and
developing a scalable and widespread communication
paradigm would assist in addressing the challenges
of obfuscated harmful ULRs, malware distribution,
account hijacking, phishing and impersonation [50]
associated with biometric authentication risks. Once
these information are stored on the system, the violator
can be easily detected through any of his/her physical
characteristics. This provides greater safeguards for
businesses, organizations and governments, because
each of these technologies would perform at least one
function that strengthen data privacy protection in
an inter-related and interconnected manner. Making
data privacy protection regulations more effective in
application than when it is enforced without the use
of these technologies.

4.2 Data privacy regulations
The main data protection regulations that are
interconnected with emerging technologies analyzed
in this study include the European GDPR which
has gained wide popularity across the globe, the
Californian CCPA with its wide presence in the USA,
the OECD 2023 regulation on emerging technologies,
the COPPA and HIPAA of the USA. The GDPR is a
key legal instrument that protects individual’s privacy
rights in the EU, providing a comprehensive legal
framework for the collection, processing, and storage
of personal data Article 4 [51]. It is EU’s lone legal
framework on privacy that has inspired and influenced
the development of other privacy regulations across the
globe [52]. In a way that privacy and data protection
has become a major concern and even corporations
in the United States have had to comply with its
provisions especially those carrying out services that
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affect EU nationals [53]. The GDPR improves personal
data protection [54], emphasizing individual rights,
set new standards for data protection and privacy,
data protection principles, and accountability for
organizations. The GDPR grants individuals control
over their data, imposes obligations on businesses,
and introduces strict penalties for non-compliance [55].
Enforcing these standards and detection of violation
by organizations and businesses becomes easier with
the use of emerging technologies. The CCPA has a
more restricted coverage, with greater influence among
other US states. The CCPA was enacted by the US
Legislative Council in California, to protect consumer
data and identify those subject to the law, such as
businesses and service providers or third parties who
are neither business entities, nor persons to whom
personal information is disclosed to, pursuant to a
written contract prohibiting them from sale and use
other than as specified in the contract terms (Cal.
Civ. Code § 1798.140(w)). The CCPA gives California
residents the right to know what personal information
businesses are collecting about them, the right to
request that their personal information be deleted,
and the right to opt-out of the sale of their personal
information. It also requires businesses to disclose
certain information about their data collection and
sharing practices. Emerging technologies help to
control, manage and ensure compliance, as well as
detect likelihood or actual breaches to the CCPA.

The HIPAA is a federal legislation in the United
States, enacted by the department of health and human
services (HHS). This legislation protects medical
information in the USA [56]. The law covers any
medical entities dealing with medical information.
HIPAA has five sections, including health insurance
of workers and their families, fraud and abuse related
to health care and medical liability, pre-tax medical
spending accounts, group health plans, and life
insurance policies for treating foreign patients. The
law mandates the issuance of notice to patients prior to
the use and disclosures of protected health information
(PHI) made by the relevant entities according to the
law. These notices must be made available to customers
when requested, and these rights must be published on
the website of the institutions outlining their activities
or advantages. Patients may also request a copy of
their protected health information, as well as the right
to inquire about specific disclosures of their PHI, such
as the dates, recipients, and reasons for the disclosures
(I45 CFR §164.528). Regulating entities are required to
take efforts to protect the security of electronic health

information (I45 CFR § 164.302). In the case of a
breach, the patient must be notified within 60days of
commission of the breach (I45 CFR 164.402), which can
only be more effective where AI and IoT are employed
to manage these complex details and quickly receive
information and send feedbacks without delay.

In addition, COPPA was enacted in 1998 (15 U.S.C.
§§ 6501–6506) to protect children’s online privacy
and any implementing rules issued by the federal
territory (16 C.F.R. part. 312) of the US. Limiting
how children’s personal data is collected and used in
the cyberspace (15 U.S.C. §§ 6501–6506). The law
contains six sections, including definitions (Section 601
of COPPA), regulation of unfair and deceptive acts
and practices in connection with collection and use
of personal information from and about children on
the Internet (Section 601 of COPPA), safe harbors
(Section 603 of COPPA), State actions (Section 604
of COPPA ) administration and applicability (Section
605 of COPPA), and review (Section 605 of COPPA).
When an operator has full awareness that it is gathering
personal information from juveniles, the obligations
of COPPA apply. These obligations are related to
data processing, use, collection, disclosures policy, and
security measures. Operators who fall within the
scope of this policy are subjected to these obligations.
Parental consent is required for the processing of
personal information of children under 13years of
age (15 U.S.C. § 6502(a)–(b)). Which must be
obtained before any data processing must be clear
and substantiated (15 U.S.C. § 6502(b)(1)(A)(ii); 16
C.F.R. § 312.5(a)(1)). Operators have the obligation to
provide parents with clear and concise information on
how they handle their children’s personal information
(15 U.S.C. § 6502(b)(1)(A)(i); 16 C.F.R. §§ 312.4(a),
(c)). They must also, include in their home page on
their Website, a link to online notifications of their
privacy policies (16 C.F.R § 312.4(d)). The collected
information can only be shared with third parties
when, confidentiality is protected, there is security, and
integrity of the shared information. Meaning effective
safeguards must be provided by third parties and
operators (16 C.F.R § 312.8). The rules on the storage
and deletion of data must be complied with. The right
of children is better safeguarded and protected from
unauthorized access when emerging technologies are
deployed to enforce or ensure compliance with COPPA,
while at the same time helping to minimize associated
risk to children’s privacy.

Furthermore, the OECD guidelines on emerging
privacy enhancing technologies current regulatory
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and policy approaches makes provision requiring
organizations, institutions, developers and policy
makers to incorporate privacy enhancing technologies
in technologies that provides the protection of
confidentiality of personal data [6]. When collecting,
processing, analyzing and sharing data. These
privacy enhancing technologies must be incorporated
in designs and defaults. Requiring de-identification,
digital security and accountability and/or regulatory
mandate, for the purpose of protection and security of
personal data [57]. The privacy enhancing techniques
identified by the OECD guidelines are grouped into
four Article 3.1 [6]: data obfuscation (consisting
of anonymization/pseudonimisation, synthetic data,
differential privacy and zero-knowledge proofs),
encrypted data processing such as homomorphic
encryption, multi-party computation and private
set interaction, and trusted execution environments,
federated and distributed analytics like federated
learning and distributed analytics, data accountability
tools such as accountable systems, threshold secret
sharing and personal data stores or personal
information management systems.

Figure 2. Data privacy protection regulations

These regulations as captured in Figure 2 above,
provides protection for users in various forms. It reveals
the importance of privacy and personal data protection
[57] in the collection, processing, analyzing and sharing
of user data by organizations and businesses across
the globe. The protection of privacy data is so
germane that, developers are expected to incorporate
privacy enhancing tools in the development of new
technologies before deployment in compliance with
the OECD 2023. Once these new technologies are
deployed, organizations, institutions, businesses and
governments using them must equally make policies
that ensures proper security of the data collected and
provide safeguards for the data.

4.3 Benefits of emerging technologies to data privacy
protection

Emerging technologies have countless benefits to
everyday human life and especially to its users. See
Figure 3 below.

Figure 3. Benefits of emerging technologies to privacy
protection

IoT application is enabled using various infrastructures
and functional components like sensors that capture
predefined contextual data, gateway devices that
gather data from the source sensor, centralized
data storage that can be found in cloud, analytical
processing functions, application programming
interface, command and control functions, and wired
or wireless network communications [14]. As such,
in terms of privacy protection, each of these device
processes is susceptible to data breach [4, 58]. IoT
data privacy involves the following a) identity privacy,
because it is owned by an individual or organization;
b) location privacy, it can be used to track location
of the user; c) search query privacy, personality traits
can be inferred by tracking the search history of users;
d) digital footprint privacy which can leave a trail of
data on the internet; e) personal behavior privacy, the
ability to gather personal behavior without consent
using different parameters; and f) personal health
data, gather health data of users without prior consent
[14]. Personal information can be protected through
securing IoT devices to prevent unauthorized access,
data breaches, and privacy violations when PETs like
encryption and anonymity are used to safeguard data
privacy [59].

Similarly, AI is recently influences decision-makers
in companies, through innovating partial or full
automation of business processes, by enabling a more
efficient green-driven marketing efforts. AI can be
relied upon to power strategy, internal upgrade and
client-value management improvement [60]. When AI is
integrated in sustainability strategies, it helps to solve
complex and interrelated challenges faced by companies
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to handle enormous data. As well as tackle complex
environmental, social, and economic challenges [61]
faced by organizations, businesses, and governments.
When data is stored on the blockchain, users have
greater control over their personal information. They
can grant or revoke access to their data, ensure that
it is only shared with authorized parties [62]. They
have greater ownership of their data and can easily
transfer it between services or platforms, enhancing
data portability and control. Smart contracts, which
are self-executing contracts with predefined rules, can
be used to manage consent [63]. Data subjects can
set conditions for data access and sharing [64], and
blockchain enforces these rule automatically. Also,
blockchains use advanced cryptographic techniques to
secure data, which if utilized in data privacy protection
regulation, can enhance compliance. This provides an
added layer of protection against unauthorized access
and data breaches.

Biometric authentication and identity management
have significant implications for data privacy, both
positive and negative. These technologies offer
improved security and user convenience, but they also
raise privacy concerns. Biometric authentication is
user-friendly, as it eliminates the need to remember
and input complex passwords. This convenience can
encourage users to adopt stronger security measures
[45]. Users often rely on weak passwords or reuse
them across multiple accounts due to the challenges of
managing numerous credentials. Biometric reduce the
need for passwords and reduces password fatigue. It can
be used as part of a multi-factor authentication system,
where biometrics act as one of the authentication
factors, enhancing overall security [65]. It ensures
that data is accessed only by authorized users, which
minimizes data privacy breaches.

4.4 Implications of emerging technologies to individual
privacy

While emerging technologies can enhance data privacy
protection, it can also cause serious harm to individual
privacy. Some harm can be temporary and reversible,
other harm caused by emerging technologies are
irreversible. See Figure 4 below. IoT devices are
vulnerable to various security threats. Some researchers
have found that IoT is used to leak sensitive information
sent to cloud unencrypted [66]. Cloud in most
cases stand as an intermediary to two IoT devices
communicating. It usually acts without limitation and
consent of the owner [67]. But there are strategies and
best practices to enhance their security and safeguard

personal data. One of the most common security
vulnerabilities in IoT devices is the use of default
usernames and passwords, as well as smartwatches,
head-mounted devices, and other smart wares mostly
paired with smartphone apps to operate in sync [14].

Figure 4. Balancing emerging technologies with data
privacy protection

Here, blockchain technology offers significant
advantages in preserving data integrity and protecting
data subject rights, it is not without challenges
[68]. Some concerns includes scalability issues for a
data-intensive production environment [69], energy
consumption and the need for interoptability between
different blockchain and legal systems [70]. Despite
these challenges, blockchain remains a powerful
weapon for data privacy and integrity protection,
particularly in applications where transparency,
control, and immutability are paramount.

Biometric authentication comes with some negative
implications. For instance biometric data, such as
fingerprints and facial images, are highly personal and
can be misused if not properly protected. Unauthorized
access to biometric data can have severe privacy
consequences. Storing biometric data on centralized
servers can make it a target for cybercriminals [65]. If
biometric data is compromised in a data breach, it can
have long-lasting consequences for individuals. Unlike
passwords, which can be changed if compromised,
biometric data is difficult to revoke or change. Hence,
if compromised, it poses a severe long-term risk to an
individual’s privacy [45]. Similarly, biometric systems
may not be entirely accurate and can sometimes
exhibit bias, particularly in facial recognition systems.
This can result in incorrect authentication decisions
and privacy infringements. Biometric data may
be collected and used without clear and informed
consent, leading to potential privacy violations [45].
Additionally, biometric surveillance, especially in public

50



Mari Papel Y Corrugado

spaces, raises concerns about individual privacy and
surveillance states. The theft of biometric data,
combined with personal information, can result in
identity theft and fraudulent activities.

4.5 Balancing data privacy protection and emerging
technologies

To balance data privacy and emerging technologies,
there is a need for developers to incorporate
privacy enhancing technologies in new technologies
before deployment as shown in Figure 4. The
impacts of emerging technologies on data privacy
protection has increased security risks to users’
privacy protection. Practitioners and corporations
have increased system security as a reaction to
these continuous risk [71]. The sale of data and
replication of data is not sufficiently safeguarded
by the use of confidentiality alone. But requires
data to be modified or managed to enhance privacy
which must be incorporated into the designs of new
technologies. Therefore, institutions and organizations
must utilize and employ privacy enhancing technologies
or techniques [72], as well as incorporating the
requirement for consent, as part of its policies.
Such as syntactic anonymizations [73], homomorphic
encryptions [74], trusted execution environments [71].
Pseudonymization [75]. zero-knowledge proofs [76], and
security multiparty computation [77] amongst others.

Ethical guidelines and stands should also be
developed and enforced in emerging technologies.
These guidelines should address issues such as
unauthorized access, identity theft, intrusion,
algorithmic bias, discrimination, and fairness, ensuring
that built systems respect privacy and human rights.
Furthermore, it is important to promote the principle
of “privacy by design”, which encourages organizations
to build privacy protections into their new technologies
from outset. Privacy should not be an afterthought
but an integral part of system development. Also,
data minimization practices should be encouraged.
Organizations, businesses and governments should
collect and use only the data that is strictly necessary
for the intended purpose, reducing the risk of privacy
violations.

There is a need to change IoT credentials to unique,
strong passwords during setup as a measure. Similarly,
firmware and software should be updated. As such
manufacturers should release updates to patch security
vulnerabilities, and enable automatic updates when
available. IoT devices should be isolated on a separate
network from critical systems and personal devices.

This helps to limit the potential damage when an
IoT device is compromised. Data transmitted by IoT
devices should be encrypted using strong encryption
protocols, both in transit and at rest [14]. This includes
data stored on the device and data sent to the cloud
or other servers. Secure Wi-Fi network with strong
encryption (WPA3) and a strong, unique password.
Unnecessary network services should be disabled
and a separate network for IoT devices should be
utilized. Strong access control should be implemented,
including secure user authentication and authorization
mechanisms. Only authorized users should have access
to device settings and data. While at the same time
conducting regular vulnerability assessments to identify
security weaknesses in IoT devices and addressing
it without delay. Firewalls and intrusion detection
systems should be deployed to monitor network traffic
and protect against unauthorized access and suspicious
activity. Secure boot processes and trusted execution
environments should be used to ensure the integrity of
IoT device software and firmware. Sensitive data stored
on the device should be encrypted, and anonymize data
[14] when possible to minimize the risk of exposing
personal information.

Additionally, manufacturers of IoT should clearly
provide privacy policies that outline how data is
collected, used, and protected. These policies should
be communicated in clear terms through the controller
to users and the same procedure should be followed in
principle in compliance with Article 13(1c) and 13(1f)
of the GDPR. Since IoT services might store personal
data across geographical boundaries in the cloud for
easy accessibility and data redundancy, users must be
informed about the appropriateness and suitability of
the established safeguard for such process, and a copy
of the data should be made available to the user [14].
Users should be informed about their rights and how
to exercise them in compliance with Article 15 of the
GDPR. Users should be able to request information
regarding the purpose of processing, category of
data, and the receipt of their personal data. Device
authentication should be implemented to verify the
identity of devices connecting to the network and
prevent unauthorized access. Physical access to IoT
deices should be protected or secured. Limit exposure
to potential attackers by placing devices in secure
locations and using tamper-evident or tamper-resistant
packaging. Also, there is a need for data privacy
regulations to keep pace with rapid advancement in AI
and machine learning.

Techniques like zero-knowledge proofs and secure
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multi-party computation enable privacy-preserving
solutions on the blockchain. These methods allow
data to be used for specific purposes without revealing
sensitive information. Blockchain can be designed to
comply with data protection regulations such as the
GDPR and CCPA when users are allowed to exercise
their rights, like the right to be forgotten or the right
to access their data. Additionally, blockchain can be
used for data verification and authentication. This
is particularly valuable in supply chain management,
where the authenticity and integrity of products and
transactions can be verified on the blockchain. It
also provides a transparent and auditable trial of
data transactions. This trial can be used to hold
organizations and individuals accountable for their
actions related to data handling.

Similarly, there is a need to ensure strong encryption
and secure storage of biometric data. Privacy
considerations should be incorporated into designs
and development of new technologies from the outset.
The development of these technologies should be done
ethically and responsibly, including ethical implications
of algorithms ad machine learning models among others.
While ensuring that clear and easily understandable
privacy policies, are outlined to enable informed
decisions by users. Implement user consent mechanisms
for data collection, as well as before collecting and
processing user data. This is because Article 7 of
the GDPR, provides for consent to be obtained on
request by controller before the processing of user data.
This provision stresses the fact that the consented user
data must be necessary for the performance of the
contract before collection. Service providers’ should
ensure that the collected data is necessary before
collection for data minimization in compliance with
the data privacy regulation. Only strictly necessary
data should be collected to reduce the risk of data
breaches and violations. Users should have the right
to know what data is being collected and the purpose
of collection [14] as well as have a right to revoke
consent at any time (Article 17(1) and recital 65 of
the GDPR 2018). Often referred to as the right to
erasure under the GDPR after a lawful processing
(Article 17(1d) of the GDPR 2018) such that where the
processing is unlawful, the user has the right to restrict
the processing of collected data (Article 18(1b) of the
GDPR 2018). The users can exercise the right to object
to the processing of their personal data and profiling
(Recital 71 of the GDPR 2018) for any purpose (Article
21 and recital 21 of the GDPR 2018) and automated
decision-making without their explicit consent obtained,

especially where it directly affects them (Article 22 of
the GDPR 2018). This can help promote competition
among organizations and businesses and give users
more control over their personal data.

Transparency should be encouraged, users should
be informed about the factors and data used in
making decisions that affect them, especially in
applications like credit scoring, hiring, and automated
decision-making in the case of AI [7]. Data portability
should be encouraged to allow individuals to transfer
their data while maintaining privacy and control
over their information. Auditing and accountability
should be implemented as a mechanism, as part of
organizational policy to ensure they comply with
data privacy regulations. Organizations, businesses
and institutions should be held accountable for any
violations of these regulations. Governments should
enforce strong security measures for handling data,
including encryption, access controls, and secure
storage. Specify data retention and deletion policies
that ensure these technologies do not retain data longer
than necessary. Data should be securely disposed of
when it is no longer needed in compliance with the
GDPR and the CCPA.

Also, it is important to promote education and training
programs for organizations and individuals to increase
awareness of data privacy issues and best practices in
developing and utilizing emerging technologies. Users
of IoT should be educated about the importance
of IoT security and best practices. They should
be encourages to regularly review and update their
devices’ security settings. They should ensure to use
secure communication protocols, such as HTTPS and
MQTT-TLS, so that data transmitted between devices
and servers is encrypted and protected. Third-party
security audits or certifications for IoT devices should
be considered, to validate their security and privacy
practices. Data retention policies should be defined
and enforced to ensure that IoT devices do not retain
personal data longer than necessary. Cross-border data
flows should be addressed, to ensure that data privacy
regulations are effective even when data is transferred
internationally, harmonize regulations to maintain
privacy standards across borders, and collaborate
with international organizations and other countries
to establish global standards for data privacy. So
that consistent regulations across jurisdictions can be
enabled. Independent oversight bodies or authorities
should be established to monitor and enforce data
privacy regulations and ensure compliance with ethical
and legal standards.

52



Mari Papel Y Corrugado

Regularly update and patch emerging technologies like
IoT, blockchain technologies, and biometric systems to
address vulnerabilities. Use PETs like tokenization or
secure enclaves for biometric authentication. As well
as implement techniques such as data anonymization
and pseudonymization to protect individual identities
while enabling data analysis (Article 25(2) and Article
42 of the GDPR 2018). Establish clear policies for
data retention and deletion. Conduct thorough risk
assessments and privacy impact assessments through
implementing appropriate technical and organizational
measures (Article 25(1) and recital 78 of the GDPR
2018) in compliance with the GDPR and the CCPA.

5 Conclusion
The interaction of emerging technologies and data
privacy protection regulations presents a landscape
of immense opportunities and challenges. The
journey towards enhancing data privacy in an age of
technological innovation is a complex and ever-evolving
one. There is a need to strike a balance between
harnessing the potential of emerging technologies and
safeguarding individuals’ fundamental right to data
privacy. This study, delved into the transformative
power of technologies such as AI, blockchain, IoT,
and biometric authentication in reshaping the data
privacy paradigm. These innovations have the potential
to reinforce data protection, streamline user control
over personal information, and ensure the integrity of
data transactions. From AI-driven privacy-preserving
techniques to the decentralization and transparency of
blockchain, these technologies offer promising avenues
for stronger privacy regulations.

However, vigilance is germane to addressing the
complexities and challenges introduced by these
technologies. The ethical use of AI, the mitigation
of algorithmic bias, and the safeguarding of individual
privacy in a world of IoT-connected devices are issues
that demand strict attention. The potential for
misuse, data breaches, and unauthorized surveillance
stresses the need for robust security measures and clear
regulatory guidelines that keep pace with advancement
in technologies and incorporating them. Therefore,
in this evolving landscape, a few fundamental
principles must guide the approach to enhancing
data privacy protection regulations. Technologies
should be developed with privacy considerations as
their core through privacy by design. Individuals
must be informed about how their data is collected,
used, and protection to achieve transparency and
informed consent principle, and data minimization

which ensures that only necessary data are collected
and retained. The responsible and ethical use of
technologies is imperative. Therefore, collaboration
between governments, regulatory bodies, the private
sector, and technology developers is essential in
establishing clear and effective privacy regulations and
standards.

In conclusion, it is argued that incorporating emerging
technologies for enhancing data privacy protection
regulations is a complex but vital struggle. To strike
the right balance between innovation and safeguarding
individual privacy rights, the study recommends as a
guide to:

• Embrace privacy by design: ensure that
emerging technologies are developed with privacy
considerations embedded from the outset. Privacy
should be an integral part of the design process,
not as an afterthought.

• Provide clear and easily understandable privacy
policies: ensure that individuals are well-informed
about how their data is collected, used, and
protected. Obtain informed consent for data
processing.

• Collaborate for robust Regulations: foster
collaboration between governments, regulatory
bodies, industry leaders, and technology
developers to establish clear and effective
privacy regulations and standards that adapt
to the rapidly changing technological landscape.
Similarly, regulatory frameworks should be
adaptable and capable of evolving alongside
emerging technologies. They should be designed
to address both current and future technological
advancements challenge.

• Ethical Implementation: embrace ethical
practices in the development and deployment of
emerging technologies. Prioritize transparency,
accountability, and fairness to minimize the risk
of unintended consequences and potential harm
to individuals. Implement robust cybersecurity
measures, such as encryption, intrusion detection
systems, and security updates, to protect data
from unauthorized access and breaches.

• Data Minimization and Purpose Limitation:
collect only the data that is strictly necessary for
the intended purpose, and ensure that data is not
repurposed for other uses without explicit consent.
Implement strict data minimization and purpose
limitations practices.
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• User-centric control: empower individuals with
control over their personal data. Give them
the ability to access, correct, or delete their
information, and allow them to set preferences
for data sharing and processing.
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